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ABSTRACT
This paper presents techniques aiming at improving automatic speech recognition (ASR) in single channel scenarios in the context of the REVERB (REverberant Voice Enhancement and Recognition Benchmark) challenge. System improvements range from speech enhancement over robust feature extraction to model adaptation and word-based integration of multiple classifiers. The selective temporal cepstrum smoothing (TCS) technique is applied to enhance the reverberant speech signal at moderate noise levels, based on a statistical model of room impulse responses (RIRs) and minimum statistics (MS), considering estimates of late reverberations and the noise power spectrum densities (PSDs). Robust feature extraction is performed by amplitude modulation filtering of the cepstrum to extract its temporal modulation information. As an alternative classifier, the acoustic models have been adopted using different RIRs and a RIR selection scheme based on a multi-layer perceptron (MLP) system that uses spectro-temporal features as the input. In the final stage, a system combination approach achieved by recognizer output voting error reduction (ROVER) is employed to obtain a jointly optimal recognized transcription. The proposed system has been evaluated in two different processing modes, i.e. utterance-based batch processing and full batch processing, which results in an overall average absolute improvement of 11% under variant reverberant conditions compared to the baseline system.

Index Terms— Automatic speech recognition, speech enhancement, feature extraction, amplitude modulation filterbank, acoustic model adaptation, reverberation, REVERB challenge

1. INTRODUCTION
Improving the performance of automatic speech recognition (ASR) in reverberant environments is still a major challenge in the signal enhancement and machine learning community [1, 2]. Strategies that aim to alleviate the influence of the reverberation effect range from dereverberation techniques in audio processing [3, 4] over robust features extraction methods to reverberant signal modeling in ASR [5, 6]. The REVERB (REverberant Voice Enhancement and Recognition Benchmark) challenge [7] provides a common evaluation framework for developing and combining a variety of algorithms in a multidisciplinary manner to attest robustness against reverberation. It contains common datasets, tasks and evaluation metrics for both speech enhancement and ASR in 1-channel (1ch), 2-channel (2ch) and 8-channel (8ch) microphone-arrays scenarios.

This contribution proposes a system including speech enhancement, robust feature extraction, acoustic model adaptation, posterior decoding and word hypothesis fusion of multiple ASR systems, as depicted in Fig. 1. The evaluation of performance focuses on the ASR task in the 1ch scenario and covers both, the full batch processing using all utterances from a single test condition and the utterance-based batch processing where each utterance is separately processed. In the following, the key components of the system are briefly described. The speech enhancement component is based on a hybrid system of dereverberation and noise reduction in the short-time Fourier transform (STFT) domain. Due to the stationary of the low-level background noise, the minimum statistics (MS) method [8] is employed to estimate the noise power spectral density (PSD). After estimating the reverberant speech PSD by the temporal cepstrum smoothing (TCS) technique [9], the approach described in [10] is used to determine the late reverberation PSD from the reverberant speech variance. With this quantity, the clean speech power is estimated, where TCS is employed again. Finally, the estimated PSDs are used to compute the minimum mean-square error (MMSE) estimate of the clean speech spectrum using the method described in [11]. A robust feature extraction method [5, 12] is adopted here to cope with reverberation by using an amplitude modulation filter set to extract the temporal modulation components spanning the frequency modulation bands of the cepstrum.

To alleviate the mismatch between acoustic models and acoustic features that are derived from different acoustic test conditions, a RIR selection scheme is applied to select the best matching pre-
trained acoustic model. Therefore, the acoustic models are adopted to different RIRs using the maximum likelihood linear regression (MLLR) [13] technique. The RIR selection stage [14, 15] is based on a multi-layer perceptron (MLP) classifier that uses 2D Gabor features [16] as the input. To obtain the optimal hypotheses from competing word alternatives, a resoring of word lattices is performed, which is based on estimates of posterior probability distributions of word sequences [17]. Finally, a system combination is performed that is based on recognizer output voting error reduction (ROVER) [18], in order to obtain a jointly optimal transcription for recognition from differently trained hidden Markov models (HMMs).

Notation: Matrices are written in bold uppercase letters and vectors are printed in boldface while scalars are printed in italic. Time-domain variables are written italic while STFT-domain variables are written in sans serif letters. \( k, m \) and \( \ell \) are the time, spectral and temporal frame index, respectively. The superscript \(^\dagger\) denotes the cepstral domain and the symbols \(*\), \(\odot\), \(\boxtimes\) represent the convolution, element-by-element multiplication and element-by-element division of two vectors, respectively. \( E\{\cdot\} \) is the expectation value calculation and \( f_s \) is the sampling frequency. \( \mathcal{F}\{\cdot, L\} \) and \( \mathcal{F}^{-1}\{\cdot, L\} \) are the discrete Fourier transform (DFT) and the inverse DFT (IDFT) of size \( L \), respectively.

The remainder of this paper is organized as follows: Section 2 describes the speech enhancement algorithm and the acoustic features are introduced in Section 3. Acoustic model adaptation as well as the selection scheme is addressed in Section 4, and Section 5 shows the decoding strategy and system combination. The experimental procedure and final results of the proposed system are presented in Section 6. Concluding remarks are given in Section 7.

2. SPEECH ENHANCEMENT

The single channel speech enhancement algorithm is used to dereverberate the speech signal. For this, the MMSE estimator of the clean speech magnitude described in [11] is used, which, however, requires the PSDs of the speech signal and the interference to be known. Consequently, we estimate these quantities from the corrupted input signal. It has been shown, e.g. in [3], that attenuating late reverberation is crucial for ASR since early reflections can be mitigated well by e.g. cepstral mean subtraction (CMS) [19]. The interference signal is considered to contain late reverberation and noise, while the desired signal is formed by the direct path and some early reflections. A hybrid speech enhancement system to deal with the late reverberation and noise is proposed to obtain the enhanced speech that improves the ASR performance.

2.1. System Structure

As depicted in Fig. 2, the recorded speech \( y[k] \) consists of the reverberant speech signal \( x[k] \) and the noise \( n[k] \). In other words, it also can be split into the desired signal \( x_n[k] \) and interference signal \( y_n[k] \), represented as follows,

\[
y[k] = x[k] + n[k] ,
\]

\[
s[k] = s[k] + h[k] + n[k] ,
\]

\[
x_n[k] + x_i[k] + n[k] ,
\]

\[
x_n[k] + y_n[k] ,
\]

where the reverberant speech signal \( x[k] \) can be modeled as the convolution of the clean signal \( s[k] \) and the room impulse response (RIR) \( h[k] \). Also, the reverberant speech \( x[k] \) can be rewritten as early part \( x_e[k] \) and late reverberation \( x_i[k] \). Usually the early part, considered as the desired signal, includes the direct path and early reflections up to about 50 ms of \( h[k] \) [20]. Although the REVERB challenge focuses on robustness against reverberation, a certain amount of stationary ambient noise is also added to the reverberant speech signal with a desired-signal-to-noise-ratio (DSNR) of approx. 20 dB [7].

The noise PSD \( \lambda_n[\ell] \) is estimated using the minimum statistics (MS) method [8]. MS offers quite accurate noise PSD estimation if the noise signal is more or less stationary, i.e. varies only slowly. For this, first, an estimate of the input signal PSD is obtained by smoothing the noisy periodograms recursively. It is assumed that the minima in this PSD originate from time-frequency bins that do not contain speech. Accordingly, these minima are tracked using a search window spanning over the estimated input PSDs computed for the last 1.5 s. To ensure that the noise PSD estimate is not influenced by reverberation, we enlarged this window to 3 s. After obtaining \( \lambda_n[\ell] \) in the STFT domain (for frames of length 32 ms with 16 ms frame shift), the PSD of the reverberant speech \( \lambda_x[\ell] \) is estimated based on a statistical room acoustics model and temporal cepstrum smoothing.

2.2. Temporal Cepstrum Smoothing

We employ temporal cepstrum smoothing (TCS) [21, 9] for estimating the reverberant and the clean speech power. This approach smoothes the maximal likelihood (ML) estimate of the clean or reverberated speech PSD over time in the cepstral domain. Due to the compact representation of speech in the cepstral domain, speech related and non-speech related coefficients can be selectively smoothed. Note that here we take the estimate of the reverberant speech \( \lambda_x[\ell] \) as an example. The same procedure is repeated to estimate \( \lambda_e[\ell] \) as shown in Fig. 2. The reverberant speech PSD is obtained by the ML estimate [22],

\[
\lambda_x^{\text{esti}}[\ell] = |y[\ell]|^2 - \lambda_n[\ell] .
\]

Then, the cepstral representation of the above ML estimate is calculated as

\[
\lambda_x^{\text{esti}}[\ell_c] = \mathcal{F}^{-1}\left\{ \ln \left( \max \left( \lambda_x^{\text{esti}}[\ell], \lambda_x^{\text{esti}}[\ell_c] \right) \right), L_{\ell_c} \right\} ,
\]

where \( L_{\ell_c} \) is the IDFT length and \( \ell_c \) is the cepstral or quefrency index. \( \lambda_x^{\text{esti}}[\ell] \) is the lower bound of the \textit{a priori} reverberant-signal-to-noise-ratio and is chosen as -30 dB. After that, smoothing is applied to (6), i.e.,

\[
\lambda_x^{\text{esti}}[\ell_c] = \alpha^{\text{esti}}[\ell_c] \odot \lambda_x^{\text{esti}}[\ell_c - 1] + (1 - \alpha^{\text{esti}}[\ell_c]) \odot \lambda_x^{\text{esti}}[\ell_c] ,
\]
where \( \alpha(\ell) \) represents a frequency dependent smoothing coefficient vector, which should be chosen such that the coefficients relevant for speech production are maintained while the remaining coefficients are strongly smoothed. Thus, in a speech enhancement framework, usually \( \alpha(\ell) \) is chosen small for the speech spectral envelope represented by the low frequencies and the fundamental period peak in the cepstrum [21]. In contrast to speech enhancement, preserving the fundamental frequency is not crucial for ASR systems, and \( \alpha(\ell) \) is chosen as [23],

\[
\alpha(\ell) = \begin{cases} 
0.0 & \ell_c = 0, \ldots, [f_s \cdot 0.5 \text{ ms}] - 1 \\
0.5 & \ell_c = [f_s \cdot 0.5 \text{ ms}], \ldots, [f_s \cdot 1 \text{ ms}] - 1 \\
0.9 & \text{otherwise}.
\end{cases}
\]  

(8)

Note that the application range of \( \ell_c \) above is 0, \ldots, \( L_c/2 \), which will be applied accordingly to the symmetric counterpart \( L_c/2 + 1, \ldots, L_c - 1 \). Finally, the reverberant speech PSD estimate \( \hat{\lambda}_s[\ell] \) is achieved after transforming the cepstral domain version back to the frequency domain,

\[
\hat{\lambda}_s[\ell] = b \circ \exp \left\{ \mathcal{F} \left( \hat{\lambda}_c, L_c \right) \right\},
\]  

(9)

where the factor \( b \) compensates for the bias that occurs because of the averaging in the cepstral domain. According to [9], \( b \) is a function of the smoothing factor \( \alpha(\ell) \) in (8).

### 2.3. Late Reverberation PSD Estimation

According to Equations (2) and (3), the reverberant speech signal \( x[k] \) in the STFT domain can be expressed as follows,

\[
x[\ell] = s[\ell] \circ h[\ell],
\]  

(10)

\[
x[\ell] = x_s[\ell] + x_l[\ell],
\]  

(11)

\[
x_s[\ell] = \sum_{\ell_a=0}^{L_a-1} s[\ell - \ell_a] \circ h[\ell_a],
\]  

(12)

\[
x_l[\ell] = \sum_{\ell_a=L_a}^{\infty} s[\ell - \ell_a] \circ h[\ell_a],
\]  

(13)

where the parameter \( L_a \) is a number of frames which corresponds to the duration of early part of the RIR. Consequently, \( L_a L_l/f_s \) is the start time of the late reverberation, while \( L_l \) denotes the number of samples between two successive analysis frames (hop size or window shift).

Reverberation suppression is achieved by an estimate of late reverberation PSD \( \hat{\lambda}_s[\ell] = E \{ |x[\ell]|^2 \} \) based on Polack’s statistical RIR model [3]. By using the reverberant speech PSD estimation \( \hat{\lambda}_c[\ell] \) obtained in (9), the late reverberation PSD estimate can be calculated as [10]

\[
\hat{\lambda}_s[\ell] = \exp(-2pL_t \cdot L_a \cdot \hat{\lambda}_c[\ell] - L_a),
\]  

(14)

where \( p \) is the decay rate related to the reverberation time \( T_{\text{dr}} \) as \( p = 3 \ln(10)/(T_{\text{dr}} f_s) \). Blind reverberation time estimation as shown in Fig. 2 is achieved by the method proposed in [24].

### 2.4. MMSE Estimator

After the estimate of noise and late reverberation PSDs, the interference PSD from (4) can be obtained in a straightforward way as \( \hat{\lambda}_n[\ell] = \hat{\lambda}_n[\ell] + \hat{\lambda}_a[\ell] \), which will be used as the input of another TCS procedure (cf. Section 2.2) as drawn in Fig. 2, in order to estimate the PSD \( \hat{\lambda}_n[\ell] \) of the desired signal \( x_a[\ell] \).

In the final step, a parameterized MMSE spectral magnitude estimator [11] is used to determine the weighting function \( g[\ell] \) to obtain the enhanced speech signal \( \hat{x}_a[\ell] \). A reduced computationally complex version [25] is used, which is defined as

\[
g[\ell] = (1 \circ (1 + \nu[\ell]))^{\rho_0} \circ g[\ell] +
(\nu[\ell] \circ (1 + \nu[\ell]))^{\rho_\nu} \circ (\hat{\lambda}_s[\ell] \circ (\mu \cdot 1 + \hat{\lambda}_l[\ell])),
\]  

(15)

\[
g[\ell] = (\hat{\lambda}_s[\ell] \circ (\mu \cdot 1 + \hat{\lambda}_l[\ell]) \circ (\hat{\lambda}_c[\ell])^{1/2}.
\]  

(16)

\[
\nu[\ell] = \hat{\lambda}_s[\ell] \circ \hat{\lambda}_l[\ell] \circ (\mu \cdot 1 + \hat{\lambda}_l[\ell]),
\]  

(17)

where \( \Gamma(\cdot) \) is the complete gamma function and 1 is the vector of all ones with the same length of \( g[\ell] \). The estimates of the a priori and a posteriori desired-signal-to-interference-ratios are denoted as \( \hat{\lambda}_s[\ell] = \hat{\lambda}_s[\ell] \circ \hat{\lambda}_m[\ell] \), and  \( \hat{\lambda}_l[\ell] = |y[\ell]|^2 \circ \hat{\lambda}_m[\ell] \), respectively. The constant parameters \( \mu, \gamma \) can be fine-tuned to yield several types of estimators. In [11], \( \mu = 0.5 \) and \( \gamma = 0.5 \) have been identified as a good compromise between the amount of musical noise and the clarity of speech and are therefore also applied here. For obtaining the correct approximation for the selected values of \( \mu \) and \( \gamma \), \( p_0 \) and \( \rho_\nu \) have to be set to 0.5 and 1.0, respectively [25]. Subsequently, the estimated desired signal \( \hat{x}_a[\ell] \) is calculated by

\[
\hat{x}_a[\ell] = \max(g[\ell], g_{\text{min}}) \circ y[\ell]
\]  

(18)

where \( g_{\text{min}} \) is a lower bound for the weighting function \( g[\ell] \) which alleviates speech distortions, however, also limits the amount of interference suppression. In conformance with [26], -10 dB is chosen as a good value to improve the ASR performance in reverberant environments. Then, an inverse STFT (ISTFT) is conducted to reconstruct the output speech signal in the time domain \( \hat{x}_a[\ell] \) used for the subsequent ASR experiments.

### 3. FEATURE EXTRACTION

The baseline features for the challenge are mel-frequency cepstral coefficients (MFCCs) [27] plus their delta and double-delta coefficients combined with cepstral mean subtraction (CMS). To improve robustness towards channel mismatch and quasi-stationary noise, we investigate the effects of mean variance normalization (MVN) [19] applied to MFCCs and other feature types. Amplitude modulation features are employed as an alternative for MFCCs, and 2D Gabor features are used to select the appropriate HMM model adapted to a specific acoustic setup.

#### 3.1. Amplitude Modulation Filterbank (AMFB) Features

The AMFB is employed as an ASR feature extraction method that analyzes the temporal dynamics of the speech [5, 12]. Here, the computation of AMFB features is based on the log-mel-spectrogram (for frames of length 25 ms with 10 ms frame shift), and a subsequent discrete cosine transform along the spectral axis, i.e. the cepstrum. The amplitude modulation filters \( q \) are complex exponential functions that are modulated by a Hann-envelope, as described in [19] by the Hadamard product of \( s_{\text{arr}} \) (cf. [20]) and \( h_{\text{env}} \) (cf. [21]), in which \( i \) is the imaginary unit, \( \ell_c \) denotes the frame...
index of the cepstrum, and $W_e$ is the Hann-envelope window length with the center index $e_0$. Note that beyond the length $W_e$, the coefficients of Hann-envelope are set to zeros in Equations (21) and (24).

\[
q[\ell_e] = s_{\text{arr}}[\ell_e] \odot h_{\text{env}}[\ell_e], \quad (19)
\]
\[
s_{\text{arr}}[\ell_e] = \exp(i\omega(\ell_e - e_0)), \quad (20)
\]
\[
h_{\text{env}}[\ell_e] = 0.5 - 0.5 \cdot \cos\left(\frac{2\pi(\ell_e - e_0)}{W_e + 1}\right). \quad (21)
\]

The periodicity of the sinusoidal-carrier function is defined by the radian frequency $\omega$. By varying $\omega$ and $W_e$, the AMFB can be tuned to cover different temporal amplitude modulation frequencies with different bandwidths. For the AMFB feature extraction we selected five AM filters, whose center frequencies and bandwidth settings are chosen according to the psycho-physically motivated AM filterbank proposed in [28], which has a constant bandwidth of 5 Hz for AM frequencies up to 10 Hz and a constant-Q relationship with value of 2 for higher modulation frequencies.

### 3.2. 2D Gabor Filterbank (GBFB) Features

2D Gabor features have been shown in earlier research to outperform traditional features in high-noise conditions for ASR tasks [16, 29]. In low-noise conditions with a high amount of reverberation, we found AMFB features to perform better than Gabor features calculated with a filterbank (GBFB features). However, it was shown that this feature type is suitable to estimate important room parameters when combined with a non-linear classifier [14]; in this study, GBFB features without temporal context), 400 hidden units and 24 parameters when combined with a non-linear classifier [14]; in this study, GBFB features are hence used in a similar fashion, i.e. to generate estimates of the specific acoustic scene, which is subsequently applied to model adaptation [15].

2D Gabor filters $G$ are localized spectro-temporal patterns that are used to filter log-mel-spectrograms, with a high sensitivity towards AM-modulations. They are defined by

\[
G[m, \ell] = S_{\text{arr}}[m, \ell] \odot H_{\text{env}}[m, \ell], \quad (22)
\]
\[
S_{\text{arr}}[m, \ell] = \exp(i\omega_m(m - m_0) + i\omega(\ell - \ell_0)), \quad (23)
\]
\[
H_{\text{env}}[m, \ell] = 0.5 - 0.5 \cdot \cos\left(\frac{2\pi(m - m_0)}{W_m + 1}\right) \cdot \cos\left(\frac{2\pi(\ell - \ell_0)}{W_\ell + 1}\right), \quad (24)
\]

where $m$ and $\ell$ denote the (mel-)spectral and temporal frame indices, and $W_m, W_\ell$ are the Hann-envelope window lengths with the center indices $m_0, \ell_0$, respectively. The periodicity of the sinusoidal-carrier function is defined by the radian frequencies $\omega_m, \omega_\ell$, which allow the Gabor filters to be tuned to particular directions of spectro-temporal modulation. The inclusion of special cases of Gabor filters enables purely spectral and temporal filters. To construct the GBFB features, each log-mel-spectrogram is filtered with 48 filters in filterbank that cover temporal modulations from 2 to 25 Hz and spectral modulations from -0.25 to 0.25 cycle/channel, respectively. Filtering results in 600-dimensional feature vectors per time step, which are fed to a neural net (cf. Section 4.2). For details about the parameters of the filterbank, the reader is referred to [14].

### 4. ACOUSTIC MODEL ADAPTATION

The aim of acoustic model adaptation is to improve ASR performance either by feature normalization or by adapting the HMMs towards a particular acoustic test condition. Since there are various modes and different schemes for adaptation/adaptive training [30], cluster-based supervised adaptation and an unsupervised adaptation in the full batch processing mode are adopted in this contribution.

#### 4.1. Cluster-based Supervised Adaptation

ASR performance degrades dramatically when the training and test conditions mismatch which can, e.g., be caused by differing room characteristics/RIRs. In order to alleviate the mismatch of reverberant conditions between training and test data, cluster-based adaptation is adopted here which is based on a series of sets of HMMs that is determined by the different kinds of measured RIRs from the REVERB challenge [24 1ch RIRs available].

Maximum likelihood linear regression (MLLR) [13] is employed, which uses the ML criterion to estimate a linear transform to adapt Gaussian mean and variance parameters of HMMs. Note that we only consider mean adaptation (MLLRMEAN) since mean values of Gaussian mixture models (GMMs) affect strongly the ASR performance in reverberant environments [6]. Several RIR-dependent models are estimated according to variant acoustic test conditions, which are determined by the available measured RIRs representing different rooms and different speaker-to-microphone positions. It is worthwhile noting that the acoustic condition of the test data is not available, which is detected blindly to select an appropriate adapted model for recognition. The selection scheme investigated in [14] is used here, which is based on a MLP classifier briefly described in the following.

#### 4.2. Multi-layer Perceptron (MLP) Classifier

GBFB features (cf. Section 3.2) combined with a multi-layer perceptron (MLP) classifier are suitable to estimate acoustic room parameters [14]. The current study exploits the sensitivity of GBFBs and MLPs to estimate the current acoustic scene associated with specific RIRs (which also convey information about reverberation parameters) [15]. The MLP was trained to select the optimal RIR-dependent model based on all the 24 training datasets as described in Section 4.1. The MLP had 600 input neurons (dimensionality of GBFB features without temporal context), 400 hidden units and 24 output neurons (corresponding to 24 RIRs in the training data). In the MLP forward run, the frame-wise probabilities for each class (corresponding to the 24 acoustic scenarios) are merged to a single decision by temporal integration and application of a winner-takes-all decision rule (cf. [14]). The model with the highest scores is subsequently selected.

#### 4.3. Unsupervised Adaptation

In the full batch processing mode in which all the test data in each test set is available before recognition, an unsupervised adaptation scheme is explored. For this, the labels of a previous recognition step are used to adapt the HMMs to the test data. This method is sometimes also referred to as self-adaptation [31]. The constrained MLLR (CMLLR) technique [32], which simultaneously updates the mean and variance parameters of the HMM-GMMs, is used in the baseline system of the REVERB challenge for unsupervised adaptation step. However, we use MLLRMEAN instead to adapt just the means of the acoustic models.

Furthermore, an enhanced version of the aforementioned unsupervised adaptation is proposed in order to further reduce the recognized WERs. Before processing the unsupervised adaptation with its own recognized transcription of each test set from each individual model, the recognized transcription can be further improved by
system combination (cf. Section 5.2). Thus, the improved WERs obtained from the system combination can be used as better transcriptions for the unsupervised adaptation (cf. Fig. 1).

5. DECODING AND SYSTEM COMBINATION

The final stage of ASR systems is to find the best sequence of words given a sequence of acoustic observations (i.e. the enhanced features, cf. Fig. 1), by taken into account a statistical language model and a pronunciation lexicon (supplied by the REVERB challenge).

5.1. Posterior Decoding

For ASR systems based on HMMs with underlying GMMs, the Viterbi algorithm is the most popular decoding method to find the 1-best hypotheses with the maximal log-probability, which usually minimizes the sentence error rate. However, speech recognizers are usually evaluated primarily for their WERs. In order to minimize the WERs, the decoding scheme from [17] is adopted, which is a lattice-based rescoring algorithm that explicitly estimates and minimizes word errors. The posterior distribution over all hypotheses will be firstly approximated, and the expected WERs for lattice-based hypotheses are computed, in which the word-lattice is generated by the token-passing decoder [33], as an alternative formulation of the Viterbi algorithm. The final result picks the one with the lowest expected WER, as implemented in the SRI language modeling (SRILM) toolkit [34]. In addition, this posterior decoding also brings another advantage, that is, the posterior probability of the recognized word can be considered as a confidence score measure [35] for system combination as discussed below.

5.2. ROVER for System Combination

National Institute of Standards and Technology (NIST)’s ROVER [18] has been shown to be effective to further reduce the WER by combining the output transcriptions of multiple recognizers. A voting scheme is applied to select the best scoring word based on the new transcription, which depends on two factors. One is the word frequency \( f_{\text{rover}} \) and the other is confidence score \( c_{\text{rover}} \) of each word \( w \) in the corresponding set \( j \), represented as a scoring formula,

\[
s_{\text{rover}}(w, j) = \eta_{\text{rover}} \cdot f_{\text{rover}}(w, j) + (1 - \eta_{\text{rover}}) \cdot c_{\text{rover}}(w, j),
\]

where \( \eta_{\text{rover}} \) denotes the weight parameter to be the tradeoff between using \( f_{\text{rover}} \) and \( c_{\text{rover}} \). In addition, confidence scores for NULL or silence transition arcs will be determined separately by another trained parameter \( \eta_{\text{null}} \) due to its non-associated \( c_{\text{rover}} \). In general, these two parameters need to be fine-tuned to obtain the best output word transcription based on the development test set. Herein, the confidence scores are measured by the word lattice-based posterior decoding (cf. Section 5.1).

6. EXPERIMENTS AND RESULTS

Experiments and results shown in the following are all carried out according to the instructions of the REVERB challenge [7].

6.1. Database

The database provided by the REVERB challenge consists of simulated data (SimData) and real recordings (RealData) for different room sizes and speaker-to-microphone distances. Based on the WSJ-CAMO corpus [36], SimData is artificially generated by convolving clean WSJCAMO signals with the measured RIRs, as well as adding additional measured noises with a DSNR of approx. 20 dB. 6 different acoustic conditions are simulated in the SimData, considering different room sizes with 2 different speaker-to-microphone distances [7]. The RealData utterances of the MC-WSJ-AV corpus [37] were recorded in a room with 2 different speaker-to-microphone distances. The sampling frequency of the REVERB data is 16 kHz.

To evaluate the ASR performance, a training set, a development test set (Dev.) and a final evaluation test set (Eval.) are provided. For a multi-condition training set, 24 RIRs and several types of stationary noise signals are measured according to the above 6 reverberant conditions. The text prompts of the utterances are based on WSJ 5K corpus [38], and a language model is generated as bigram.

6.2. ASR System

A baseline speech recognition framework is provided by the REVERB challenge that is based on the HTK toolkit [39], where MFCCs including delta and double-delta coefficients (dimension of 39) are employed together with CMS, referred as to MFCC-CMS. A multi-condition acoustic model is trained according to the ML criterion, where context-dependent triphone HMMs with 3 states per model are applied together with 12 GMMs per state. The baseline bigram language model is used and the language model scaling factor is adjusted to 14.0 for MFCCs and 25.0 for AMFB features (dimension of 117). The MLLRMEAN and CMLLR adaptation schemes involve two passes [39], i.e. the first pass is a global adaptation that builds a global transform used in the second pass, for which a regression class tree with up to 256 leaf nodes is generated. During the word lattice generation considering of time and memory consumption, the number of tokens is chosen to 8.

If the speech enhancement module (cf. Section 2) is applied, it is used for the training data as well as the test data and henceforward indicated by the acronym SE. MVN is applied to MFCCs and AMFB features, indicated by MFCC-MVN and AMFB-MVN, respectively.

For the MLP-MFCC-MVN classifier, 24 acoustic models are generated by adapting the mean of the multi-condition trained models w.r.t. 24 measured RIRs. In the utterance-based batch processing mode, the GBFB features and the MLP classifier are used to determine which model (among the 24 RIR-dependent models) fits best to a given test utterance. However, in the full batch processing mode the MLP decisions of all utterances from a single test condition are accumulated, i.e. a single model is selected that matches the majority of the test utterances. This is done in order to eliminate individual estimation errors of the MLP.

6.3. Results

Table 1 shows the ASR results of both the Dev. and the Eval. test set in the utterance-based batch processing mode. Firstly, considering the Dev. part, it can be seen from MFCC-MVN that posterior decoding performs slightly better than 1-best (Viterbi) decoding, e.g. approx. 0.3% absolute improvement in average WERs for the SimData. In general, MVN provides more robust feature extraction than the baseline CMS, especially in rooms with high reverberation, e.g. 5% average absolute improvement for the RealData. A constant 1 to 1.5% absolute WER reduction can be observed by the proposed speech enhancement algorithm for both MFCCs and AMFB features. With the RIR-dependent adapted models and MLP selector, an absolute improvement of about 1.5% is obtained if MLP-MFCC-MVN is compared to MFCC-MVN, e.g. average WER of the SimData. The AMFB features achieve an absolute WER reduction of more than 4% compared to MFCCs, and this difference becomes particularly evident under far-field conditions in large
tables, for example, give the best at some specific test conditions, e.g. at Near position of parameters recognizer transcriptions are combined by ROVER with fine-tuned the selected recognizers can offer. From the Dev. test set, we found observed for the Eval. test set in Table 1. Arguably, the improvement using ROVER also depends on how much complementary information rooms. If the speech enhancement is added before the AMFB features, further absolute improvement in WERs of approx. 1.5% is obtained. By combining the recognizer outputs of all tested systems using ROVER, an additional average absolute WER reduction of 1 to 2% is achieved. The similar trends of the WER reduction can be observed for the Eval. test set in Table 1. Arguably, the improvement by ROVER also depends on how much complementary information the selected recognizers can offer. From the Dev. test set, we found that the best average results come from the case that all 5 available recognizer transcriptions are combined by ROVER with fine-tuned parameters $\eta_{rov} = 0.08$ and $\eta_{sil} = 0.98$, even though it did not give the best at some specific test conditions, e.g. at Near position of RealData. Finally, compared to the baseline results of the Eval. test set, 9.53% and 15.33% absolute reduction of the average WERs are yielded by our best recognizer transcription for SimData and RealData, respectively.

The results of the full batch processing mode are given in Table 2. Unsupervised adaptation for each individual test set is launched after the utterance-based batch processing mode. Compared to MFCC-MVN$_{CMLLR,sel}$ using its own recognition transcription, lower WERs achieved by MFCC-MVN$_{DMLLR,rov}$ with the recognition transcription from ROVER for the Dev. test set indicate that a better recognition transcription assists CMLLR to better adapt the model to the direction that matches more to the test set condition. Therefore, the better recognition results obtained by ROVER from Table 1 are employed to improve the unsupervised adaptation performance in each test set condition. Furthermore, it is seen from the Dev. test set that variance adaptation does not help to increase ASR performance when CMLLR is compared with MLLRMEAN scheme. The similar trend of the WERs reduction as in the utterance-based batch processing mode in Table 1 can be observed in Table 2 achieved by the 5 proposed strategies for both the Dev. and the Eval. test set. After several combination trials with different recognizer outputs for ROVER for the Dev. test set, it can be found that the combination of SE-MFCC-MVN, AMFB-MVN and SE-AMFB-MVN (ROVER$^{2,4,5}$) gives the best average scores, while more recognizer transcriptions even decrease ROVER performance, which may be due to the fact that too many erroneously recognized recognition words may cover the good ones during the voting in ROVER. Compared to the baseline results of the Eval. test set, 7.3% and 11.53% absolute reduction of the average WERs are obtained for SimData and RealData, respectively.

### 7. CONCLUSION

This contribution proposed a single channel combined system consisting of speech enhancement, robust feature extraction, acoustic model adaptation, posterior decoding and ROVER-based system combination, which could substantially improve the ASR performance on the 1h task in both the utterance-based batch processing and full batch processing modes of the REVERB challenge. Compared to the baseline results of the final evaluation test set, we obtained an average WER absolute improvement of 12.43% in the utterance-based batch processing mode and 9.42% in the full batch processing mode, respectively. Each component of our proposed system could itself and/or in combination contribute to the mentioned improvements. Results also show that speech enhancement based on temporal cepstrum smoothing is proven to be advantageous to cope with the reverberation effect to ASR systems. Another major improvement comes from AMFB features, which may indicate that capturing the temporal modulation information is crucial for feature extraction when facing the reverberant speech for ASR systems.

<table>
<thead>
<tr>
<th>Test set</th>
<th>utterance-based batch processing + multi-condition training</th>
<th>SimData</th>
<th>RealData</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Room1</td>
<td>Room2</td>
</tr>
<tr>
<td>Dev.</td>
<td></td>
<td>Near</td>
<td>Near</td>
</tr>
<tr>
<td></td>
<td>MFCC-CMS$_{baseline}$</td>
<td>15.49</td>
<td>18.90</td>
</tr>
<tr>
<td></td>
<td>MFCC-MVN$_{Viterbi}$</td>
<td>14.33</td>
<td>18.29</td>
</tr>
<tr>
<td></td>
<td>MFCC-MVN$^2$</td>
<td>14.36</td>
<td>18.02</td>
</tr>
<tr>
<td></td>
<td>SE-MFCC-MVN$^2$</td>
<td>15.49</td>
<td>18.76</td>
</tr>
<tr>
<td></td>
<td>AMFB-MVN$^2$</td>
<td>13.40</td>
<td>17.48</td>
</tr>
<tr>
<td></td>
<td>SE-AMFB-MVN$^2$</td>
<td>13.25</td>
<td>16.08</td>
</tr>
<tr>
<td></td>
<td>ROVER$^{2,4,5}$</td>
<td>11.92</td>
<td>14.38</td>
</tr>
<tr>
<td></td>
<td>ROVER$^{2,3,4,5}$</td>
<td>11.63</td>
<td>14.04</td>
</tr>
<tr>
<td></td>
<td>ROVER$^{1,2,3,4,5}$</td>
<td>11.04</td>
<td>13.74</td>
</tr>
<tr>
<td>Eval.</td>
<td></td>
<td>20.84</td>
<td>21.72</td>
</tr>
<tr>
<td></td>
<td>MFCC-CMS$_{baseline}$</td>
<td>16.81</td>
<td>19.33</td>
</tr>
<tr>
<td></td>
<td>MFCC-MVN$^1$</td>
<td>17.50</td>
<td>19.45</td>
</tr>
<tr>
<td></td>
<td>MFCC-MVN$^2$</td>
<td>15.77</td>
<td>18.23</td>
</tr>
<tr>
<td></td>
<td>MLP-MFCC-MVN$^3$</td>
<td>16.01</td>
<td>17.47</td>
</tr>
<tr>
<td></td>
<td>AMFB-MVN$^4$</td>
<td>16.37</td>
<td>17.28</td>
</tr>
<tr>
<td></td>
<td>ROVER$^{1,2,3}$</td>
<td>14.59</td>
<td>15.99</td>
</tr>
<tr>
<td></td>
<td>ROVER$^{2,3,4,5}$</td>
<td>13.86</td>
<td>14.88</td>
</tr>
<tr>
<td></td>
<td>ROVER$^{1,2,3,4,5}$</td>
<td>13.64</td>
<td>14.93</td>
</tr>
</tbody>
</table>

Table 1. ASR results for both the Dev. and the Eval. test set in the utterance-based batch processing mode. Results are given in WERs [%] to evaluate the ASR performance with 5 strategies proposed in this work labeled by the superscript number from 1 to 5, besides the baseline approach. The results with 3 different combinations for ROVER are enumerated, e.g. ROVER$^{2,4,5}$ means that ROVER combines the output transcriptions from strategy 2, 4, and 5.
Table 2. ASR results for both the Dev. and the Eval. test set in the full batch processing mode. Results are given in WERs [%] to evaluate the ASR performance with 5 strategies proposed in this work labeled by the superscript number from 1 to 5 (refer to Table 1).
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